SASTRA

DEEMED TO BE UNIVERSITY

T THINK TRANSPARENCY | THINK SASTRA

PREDICTING OBJECT DYNAMICS FROM IMAGE
SEQUENCES: A PRECURSOR TO AUTONOMOUS
OBJECT MANIPULATION

UTHIRALAKSHMI . S (119005122)
B. Tech. EEE

Host Institute:
University of Lincoln, UK



aﬁ_-lfa UNIVERSITY OF

s LINCOLN

Name of the Mentor: Harit Pandya

Designation of Mentor: Research Fellow

Name of the Lab: Lincoln center for autonomous systems

Duration of stay: 5 months



245 UNIVERSITY OF

INCOLN

DECLMED TO BE UNTYERSITY

» Robotics

» Robotic manipulation

» Intelligent Robot manipulation
» Artificial Intelligence

Artificial Intelligence

> MaChine leaming Machine Learning

Brain-Inspired

> Neural Networks o

Networks

References: www.google.com
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MOTIVATION

» Robot Interaction with the environment
» Robots — Factories, Workshops, Nuclear environment

» Ability to predict the possible state of the object and interact with it

References: www.google.com
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AUTONOMOUS OBJECT
MANIPULATION

——

Reference: Andy Zeng Visual pushing and grasping using reinforcement learning
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OBJECTIVE

»To understand the interaction of a Robotic arm with its environment by |

understanding the underlying physics of simulation environment

»To manipulate the Robotic arm to build and break a tower of blocks by
grasping and pushing the boxes

»To record images containing the pose and orientation of the boxes during

the process of building and breaking of tower

»To train and test a Recurrent neural network to predict the future possible

state of the blocks using the images recorded

References: www.google.com
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PREREQUISITES

Understanding of concepts in Robotics
Understanding of Recurrent neural networks and training

Understanding of ROS,GAZEBO,VREP concepts

Basic knowledge of Python programming, Image processing
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PROJECT FLOW

Project Flow
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METHODOLOGY

SIMULATION PREDICTION

« ROS, Gazebo, Vrep Simulation * Recording 1mages containing pose
installation and setup and orientation of boxes

* Importing Franka Emika Panda e Training with LSTM  Neural
robot network

 Setting up the joints, links, initial e Calculating prediction accuracy
parameters, controllers, dynamic using Image segmentation and
properties annotating image labels

* Programming the push and grasp
actions of the robot by controlling
the panda gripper
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FRANKA EMIKA PANDA ROBOT
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Reference: https://www.franka.de/
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FRANKA PANDA SETUP
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FRANKA PANDA IN GAZEBO
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GAZEBO and RVIZ

control.rviz* - RViz t B3 =
u 3 Displays
v & Global Options canTr_link
Fixed Frame world
Background Color M 48; 48; 48
Frame Rate 30
Default Light &
v v Global Status: Ok
v/ Fixed Frame OK
» @ Grid &
(74

> &. nanda arm nlus own arinner

Add

¥ MotionPlanning

Context | Planning | Manipulation = Scene Objects = Stored Scenes = Stored States = Status

Commands Query Options

Plan Select Start State: Planning Time (s):| 5.00

select Goal State: L Planning Attempts:| 10.00

Plan and Execute Velocity Scaling:| 1.00
= <same as start>

Acceleration Scaling:| 1.00

ipdate "] Allow Replanning

Failed | Allow Sensor Positioning
Clear octomap

"] Allow External Comm.
Path Constraints [ use Collision-Aware IK
None - ] Allow Approx IK Solutions

Goal Tolerance:

Reset 29 fps
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URS IN VREP

[P} o = t o
: E . o : /o & R
%}: £ |83 @ % @& ago \@ ‘ Bullet2.83 ~ | Accurate (default) ~ | dt=50 ms (default) D> @ < 7

Franka-Panda = simulation
Scene hierarchy x = Selected objects:
L

simulation (scene 2) ] UL ‘

P &
Qe
>

(o & Plane2
Jjﬂ)(ﬂ @ Planed
¥ Planeb
%A @ Planeb
b @ Plane?
@ Planed
. ¥ Planed
& remoteApiCommandServer =] [
L& Vision_sensor_ortho X
L Vision_sensor_persp ) Vision_sensor_ortho
ceo & :
A @ Resiz
&) ResizableFloor_5_25_visibleEle
| Yh |=mo &
| £} Ho &
‘S| @o- & URS (= [
M URSE_link1_visible
g & URS_target
K a2 &
@% B @ UF
E & URS_link2_visible
& B &
3 :
B @ URS_link
& URS_link3_visible
B &
B
A URE_linkd_visible
B &

Loading scene (fhome/uthira/visual-pushing-grasping/simulation/simulation.ttt). Serialization version is 20.
File was previously written with V-REP version 3.04.00 (rev 1) (V-REP PRO EDU license)
Scene opened.

Sandbox script v | X
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BUILDING AND BREAKING

Scene hierarchy x [=Selected objects: B

i i 22100 [®|Simulation time: :00:23-6
@ simuletion (scene 1) -4 W Script(s) executed —1on
2ents Collision handling enabled @ atio
0@ Plane Distance handling e Tl.’“ﬁ’. Calculati

G Plane2 P[xii fitrg abled

Planed l@

Y

Planes
Planeb
Plane?
Planes
Planed
& remoteApiCommandServer (=] [
() shape_00 we®

0 shape_01 @ - ~ Vision_sensor_ortho
) shape_02 @ -
O shape_03  -.° \ Stk | &
L Vision_sensor_ortho R :

L& Vision_sensor_persp

N

© o e e o

dddddd
/

x
X

b ¢

He & f
M) ResizableFloor_5_25_visibleEle i
Ho & ts
Fo & =
Bo- & URS (] [l ®

& URS_link1_visible

& URS_target OPEN
AL R . y GRIPPER TO
"2 RS inke.visble MOVE THE PLACE THE
& & URS_join y GRIPPER TO BOX
BT o £ MOVE THE POSITION ON
Ul y GRIPPER TOP OF BASE
CLOSE THE ABOVE THE BOX
GRIPPER POSITION
MOVE THE TILL BOX IS
A GRIPPER TO INSIDE THE
OPEN THE THE GRIPPER
GRIPPER POSITION OF
GRASP THE BOX

FUNCTION



= UNIVERSITY OF

N

#: LINCOLN

Scene hierarchy
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FRANKA PANDA IN VREP

e T o < =
C:}}b t:g:? 3 @ Lﬁ]’\)_, C% c%lo @\\-‘ i Bullet 2.83 ¥ | Accurate (default) ~ | dt=50 ms (default) v D @ \'_Em_;
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Auto-saved scene (/home/uthira/vrep/AUTO_SAVED_INSTANCE_1.ttt)
Auto-saved scene (/home/uthira/vrep/AUTO_SAVED_INSTANCE_1.ttt)
Auto-saved scene (/home/uthira/vrep/AUTO_SAVED_INSTANCE_1.ttt)

Sandbox script v | X
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Biological Neuron

dendrites

nucleus

Fig. 1

Feed Forward
Network

Output Layer

Hidden Layer

References: Fig 1,2 http://cs231n.github.io/

Input Layer )
Fig3 www.researchgate.net

Fig. 3
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LSTM

LSTM
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\g ) \tanh /

¢ =fOc_1+10g

h: = o ® tanh(cy)

Reference: colah.github.io
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NEURAL NETWORK ARCHITECTURE

Input image

Ja—

NEURAL NETWORK ARCHITECTURE
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Reference: LSTM cell - colah.github.io

Softmax layer

Output Image
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PREDICTION RESULTS

OBSERVATIONS

LABELS

PREDICTIONS
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SUMMARY

: CS231n convolutional neural network lectures
: ROS, Gazebo, Vrep tutorials
: Simulating Franka robot work cell assembly in Gazebo
: Building and breaking a tower of blocks in Gazebo
:Simulating URS robot in Vrep
: Building and breaking a tower of blocks with URS
: Simulating Franka robot work cell assembly in Vrep
:Building and breaking a tower of blocks with Franka
: Recording image dataset as the tower of blocks are being broken
: Train and test the dataset using LSTM based neural network architecture
: Train and test the dataset using advanced version of LSTM based neural network architecture
: Combine simulation and prediction to achieve self learning of Franka robot in simulation
: Implement self learning of Franka robot in real time
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FUTURE SCOPE

» Predicting the sequences using advanced versions of Long short term memory

network
» Learning Push, Grasp actions using Reinforcement learning algorithms

» Implementing building and breaking of tower in real time
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